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1
ENTERPRISE COMPONENTIZED
WORKFLOW APPLICATION

BACKGROUND

The information era has had profound implications for
business in which one key of success is the speed and depth of
data analysis, as well as the tradeoffs with cost, efficiency, and
flexibility. Service Oriented Architecture (SOA) has provided
some flexibility in software development but the low level
characteristic and tight coupling between services in SOA
blurs the boundaries of the subsystems in the design process,
resulting in a rapid degradation of flexibility in large or com-
plex systems.

Component oriented architecture is another approach to
providing flexible software development. The current com-
ponentizing approach in IT does not emphasize encapsulation
by removing dependency and setting up clear boundaries
among components, nor does it provide a unique componen-
tizing technique for the self-contained component with the
injection of responsibilities and capabilities. Such a compo-
nent (subsystem) carries the logic of business as well as a
module for the participation of large system assembly.

Thus, there is a need for a component oriented architecture
that provides a true subsystem structure including decompo-
sition in the business modeling, functional architecture,
physical architecture, and/or operational architecture.

SUMMARY

The following presents a simplified summary of one or
more embodiments in order to provide a basic understanding
of'such embodiments. This summary is not an extensive over-
view of all contemplated embodiments, and is intended to
neither identify key or critical elements of all embodiments
nor delineate the scope of any or all embodiments. Its sole
purpose is to present some concepts of one or more embodi-
ments in a simplified form as a prelude to the more detailed
description that is presented later.

In one aspect, a system for providing a business application
platform is provided. In some embodiments, the system
includes a plurality of components, each component compris-
ing a processor, a memory, and a set of instructions stored in
the memory, wherein the processor is configured to process a
set of business processes and each business process will be
executed with a set of pre-injected task instructions; a plural-
ity of communication conduits linking the plurality of com-
ponents, wherein each component is a self-contained modu-
lar logical application node capable of independent
deployment and execution.

In some embodiments, the set of instructions include busi-
ness rules, operational rules, and communication protocols.
In further embodiments, the communication protocols
include every type of communication protocol native to at
least one of the components. In still further embodiments, the
system includes a control component configured to receive
requests from an external source and propagate the request
through the plurality of components. In one embodiment,
each component is a Java Virtual Machine. In an embodiment,
the system includes a rules database. In a still further embodi-
ment, the components are initialized with rules from the rules
database at start-up.

In a further aspect, a method for providing a business
application platform is provided. In an embodiment, the
method includes providing a plurality of components, each
component comprising a processor, a memory, and a set of
instructions stored in the memory, wherein the processor is

10

15

20

25

30

35

40

45

50

55

60

65

2

configured to process a set of business processes and each
business process will be executed with a set of pre-injected
task instructions; providing a plurality of communication
conduits linking the plurality of components, wherein each
component is a self-contained modular logical application
node capable of independent deployment and execution.

In some embodiments, the set of instructions include busi-
ness rules, operational rules, and communication protocols.
In further embodiments, the communication protocols
include every type of communication protocol native to at
least one of the components. In still further embodiments, the
method includes providing a control component configured
to receive requests from an external source and propagate the
request through the plurality of components. In a still further
embodiment, each component is a Java Virtual Machine. In
yet still further embodiments, the method includes providing
a rules database. In some embodiments, the method includes
initializing rules from the rules database at start-up.

In a yet still further aspect, a computer program product for
providing a business application platform is provided. In
some embodiments, the computer program product includes
a non-transitory computer-readable medium including a set
of'codes stored in a plurality of components, each component
comprising a processor, a memory, and a set of instructions
stored in the memory, wherein the processor is configured to
process a set of business processes and each business process
will be executed with a set of pre-injected task instructions; a
set of codes for providing a plurality of communication con-
duits linking the plurality of components, wherein each com-
ponent is a self-contained modular logical application node
capable of independent deployment and execution.

In some embodiments, the set of instructions comprise
business rules, operational rules, and communication proto-
cols. In an embodiment, the communication protocols
include every type of communication protocol native to at
least one of the components. In further embodiments, the
computer program product includes a set of codes for a con-
trol component configured to receive requests from an exter-
nal source and propagate the request through the plurality of
components. In yet still further embodiments, each compo-
nent is a Java Virtual Machine. In some embodiments, the
computer program product includes a set of codes for provid-
ing a rules database, and a set of codes for initializing rules
from the rules database at start-up.

To the accomplishment of the foregoing and related ends,
the one or more embodiments comprise the features herein-
after fully described and particularly pointed out in the
claims. The following description and the annexed drawings
set forth in detail certain illustrative features of the one or
more embodiments. These features are indicative, however,
of but a few of the various ways in which the principles of
various embodiments may be employed, and this description
is intended to include all such embodiments and their equiva-
lents.

BRIEF DESCRIPTION OF THE DRAWINGS

Having thus described embodiments of the invention in
general terms, reference will now be made to the accompa-
nying drawings, which are not necessarily drawn to scale, and
wherein:

FIG. 1 is an exemplary diagram of elements of an enter-
prise componentized workflow application (ECWA), in
accordance with one embodiment of the present invention;

FIGS. 2A and 2B are block diagrams of environments
constructed using the ECWA, in accordance with one
embodiment of the present invention;
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FIG. 3 is a block diagram of a choreography environment
with collaboration, in accordance with one embodiment of
the present invention;

FIG. 4 is a block diagram of a shared environment for
choreography and orchestration, in accordance with one
embodiment of the present invention;

FIG. 5 is a block diagram of an environment for collabo-
ration with multiple LANE:s, in accordance with one embodi-
ment of the present invention;

FIG. 6 is a block diagram of an environment for choreog-
raphy with topology delegation, in accordance with one
embodiment of the present invention;

FIG. 7 is ablock diagram of'a core component overview for
a system for providing a business application platform, in
accordance with one embodiment of the present invention;

FIG. 8 is a flow diagram of an exemplary business process
model for batch-bulk consolidation, in accordance with one
embodiment of the present invention;

FIG. 9 is a block diagram of a choreography integration
pattern for a system for providing a business application
platform, in accordance with one embodiment of the present
invention; and

FIG. 10 is a block diagram of an environment wherein a
user implements the system for providing a business applica-
tion platform, in accordance with one embodiment of the
present invention.

DETAILED DESCRIPTION OF EMBODIMENTS
OF THE INVENTION

Embodiments of the present invention will now be
described more fully hereinafter with reference to the accom-
panying drawings, in which some, but not all, embodiments
of the invention are shown. Indeed, the invention may be
embodied in many different forms and should not be con-
strued as limited to the embodiments set forth herein; rather,
these embodiments are provided so that this disclosure will
satisfy applicable legal requirements. In the following
description, for purposes of explanation, numerous specific
details are set forth in order to provide a thorough understand-
ing of one or more embodiments. It may be evident; however,
that such embodiment(s) may be practiced without these spe-
cific details. Like numbers refer to like elements throughout.

A method of providing a business application platform is
provided. In some embodiments shown in FIG. 1, an enter-
prise componentized workflow application (ECWA) is pro-
vided. In an embodiment, the enterprise componentized
workflow application includes five elements: (1) a component
for a category of business processing; (2) conduits for com-
munication between components; (3) a component tier com-
prised of components and conduits; (4) a rule archive for
extended Business Process Model and Notation (BPMN)
schema; and (5) a management console for configuring the
system environment and processing rules.

In an embodiment, a business workflow hierarchy com-
prising activities and tasks is provided. The business work-
flow hierarchy defines how processes based on external
request (e.g., business process requests) are completed using
the system architecture. In one embodiment, each activity
includes a list of tasks to be performed by a component,
wherein a set of activities define a high level workflow order
among components. The system architecture can result in a
choreography mode or an orchestration mode. In some
embodiments of the choreography mode, the system includes
business process components but does not include controller
components. In the choreography mode, external requests
propagate along a physical topology of the business process
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components. In embodiments of the orchestration mode, the
system includes both business process components and con-
troller components, and the external request propagates
among business process components using a pre-injected
activity order as controlled by the controller component.

Thus, the components may be categorized into two types. A
first type of component is a business process component,
which is configured by clients to perform a client-specific
business process. A business process component may be able
to perform multiple tasks associated with a specific business
process. In an embodiment, the business process component
may be able to process data from disparate external sources in
different ways in order to accomplish the business process
task assigned to the component via responsibility injection. In
this embodiment, the component may be injected with vari-
ous capabilities in order to process data by collaborating with
other components through event or delegating to other com-
ponents through output conduits. A second type of compo-
nent is a management component, which assists in building
the application environment. Management components may
be bridges, controllers, managers, schedulers or the like. The
management components may provide central control when
necessary for initiating a business process, communicating
with external devices, establishing a process architecture,
scheduling, and the like. In an embodiment, one or more
components are a Java Virtual Machine. Once loaded with the
necessary responsibilities and capabilities, each component
may be specialized and efficient in performing one or more
steps or business processes.

In an embodiment, all of the components on a component
tier have the same capabilities initially. For example, each
component may have processing power, memory, and ability
to implement rules or actions. In some embodiments, the
method includes injecting components with the necessary
responsibilities and capabilities as needed. For example, vari-
ous components may be injected with responsibilities defin-
ing which rules and/or actions the component will implement.
The components may also be injected with, or loaded with,
capabilities defining how the component will accomplish the
responsibilities that have been assigned to it. If additional
resources are needed, the method permits injecting additional
components with responsibility and capabilities to meet the
additional need. In this manner, components are not pre-built
but instead are configured when the business process is imple-
mented. The decentralized nature of the components and the
flexibility of calling up components as needed provides a low
cost, responsive system for implementing business processes.

As discussed, conduits are communication channels
between components. In an embodiment, conduits are cat-
egorized into input and output conduits. In a further embodi-
ment, the conduits are built with standard IT protocols, such
as JMS, shared filed system, HTTP, WS (CXF), database
(DB) table, customer communication, or the like.

A component tier is the basic building block for the appli-
cation environment and includes one or more components,
one or more input conduits, and one or more output conduits.
In an embodiment, a set of component tiers defines a pool
and/or lane application environment.

The rule archive is an extended BPMN schema and is the
location for all business rules, process rules, and configura-
tion rules for the environment. The BPMN schema is a
graphical representation for specifying business processes
through modeling. BPMN is a business process modeling
language that attempts to interpret sequential business enti-
ties or processes into an IT system. The ECWA combines the
BPMN modeling with System Engineering to create a decen-
tralized approach for flexibility.
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In an embodiment, the management console is an Ajax web
application that allows clients to configure the system envi-
ronment as well as business processes into the ECWA rule
schema according to componentizing technique. The man-
agement console provides a unique componentizing tech-
nique for system decomposition. This componentizing tech-
nique defines the subsystems, which contain: (1) the
functional hierarchy like services and business rules; (2) the
operational hierarchy like flow sequences and communica-
tion protocols; and (3) the deployment hierarchy comprising
the physical architecture (e.g., server container and thread
management).

The general nature of the ECWA system has the potential to
impact generic IT systems. The product is a broad, architec-
ture framework which can help all IT administrators, espe-
cially for complex systems, to organize system in an efficient,
low-cost, flexible manner. The method has the potential for
impact on artificial intelligence because numerous rules can
be processed in parallel and complex issues can be solved
quickly.

Turning now to FIG. 2A, an example of a system architec-
ture for an ECWA choreography environment is provided.
The choreography environment comprises a series of compo-
nents in linear configuration, similar to a LANE environment
in BPMN. In an embodiment, the environment comprises a
management component, such as an entry component, and
multiple business process components connected via con-
duits. The conduits allow the components to communicate
with one another and perform their respective, assigned tasks
based on responsibility injection.

FIG. 2B discloses an orchestration environment of an
ECWA system. In the orchestration environment, multiple
management components such as an entry component and a
controller component provide more centralized control and
assignment of tasks to business process components.

In FIG. 3, in some embodiments the ECWA system pro-
vides a choreography environment for collaboration. The
components collaborate with other components and devices
both inside and outside the system. This environment is simi-
lar to POOL in BPMN. The choreography environment for
collaboration demonstrates that business process components
do not need to go through a management component in order
to communicate with devices outside of the system. The
business process components comprise the needed function-
ality, via capability injection, to communicate with external
devices.

Turning now to FIG. 4, in some embodiments the ECWA
system is used to develop at shared environment for chore-
ography and orchestration. In this environment, management
components provide a level of central control with orchestra-
tion mode for request from Entry Component A, but the
components linked from Entry Component B, COMI1,
COM2, COM3, COM4, and COMS form a choreography
mode for another request. The components from COMI1 to
COMS are self-contained, flexible, and shared with both the
orchestration and the choreography mode by the injected
rules. As shown in FIG. 4, multiple overlapping components
may be provided that implement the same business process
and/or management function. For example, both manage-
ment components Entry Component A and Entry Component
B are configured to receive information and/or requests from
external sources. While FIG. 4, and all figures herein, disclose
communication being directional between pairs of compo-
nents, it should be understood that communication between
components is entirely at the discretion of the system archi-
tect. In fact, all components may be configured to communi-
cate with all other components, all components may be con-
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6

figured to communicate with only one other component, or
any combination in between. Further, one management com-
ponent receives external input and routes the input to a con-
troller component for dispersing instructions and/or routing
tasks to responsible and capable components.

In FIG. 5, in a still further embodiment the ECWA system
provides a system architecture that allows for collaboration
with multiple LANES. For example, the ECWA could form
the environment for complex collaboration with multiple
LANES in which collaboration occurs between different
lanes with many different needs. As shown in FIG. 5, com-
munication between components is customizable by the sys-
tem architect. For example, component 1 and component 5
communicate via a conduit but component 2 and component
6 do not.

In FIG. 6, the ECWA system may provide for choreogra-
phy with topology delegation. In some embodiments, the
ECWA could configure the choreography environment with
topology delegation, in which one LANE is shared by one or
more lanes for a business delegation requirement. The topol-
ogy of the architecture defines the relationships between
components and allows the user to delegate the path a series
of steps will take through the system architecture.

It should be understood that the system architectures dis-
closed in FIGS. 2-6 are intended to be exemplary and are
provided to illustrate the customizable nature of the ECWA
system. One skilled in the art would understand that other
architectures are possible and even likely given that the archi-
tectures will be devised for the specific business processes
and management functions that the system architectures are
designed to handle.

In some embodiments, the method is embodied in systems
and computer program products. In some embodiments, the
system includes a plurality of components having a processor,
a memory, and a set of instructions stored in the memory,
wherein the processor is configured to execute the set of
instructions. The system may also include a plurality of com-
munication conduits linking the plurality of components.
Each component is a self-contained modular logical applica-
tion node capable of independent deployment and execution.
In an embodiment, each component is a Java Virtual Machine
(JVM) configured to perform a specific set of tasks. The
system uses the decentralized model of workflow manage-
ment to replace the conventional centralized model common
in the industry. The centralized model has a high degree of
dependencies on all operational hierarchies, which is a weak-
ness in large or complex systems and does not allow conve-
nient compartmentalization.

The system provides a unique approach to a business appli-
cation platform based on the abstraction and generalization of
the functional hierarchy, operational hierarchy, and deploy-
ment hierarchy. This establishes a modular, lightweight con-
tainer and dramatically reduces the overhead for each tier. In
an embodiment, the system is composed of N numbers of
lightweight components linked by communication conduits.

The present disclosure provides a compartmentalized sys-
tem that allows each of these tasks to be performed by a
self-contained compartment that communicates with other
compartments as needed. In this manner, low resource utili-
zation tasks, such as indexing, are not slowed by high
resource utilization tasks, such as determining images. Simi-
larly, excess resources are used when they are not needed. In
other words, if only indexing is needed the system is wasting
resources by implementing the indexing through a compre-
hensive, integrated system. A compartmentalized system
would use the appropriate tools and resources for the level of
computing power that is requested to accomplish the task.
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In a still further embodiment, the dispersed nature of cloud
computing makes the disclosed system beneficial for imple-
menting cloud computing solutions. The deployment archi-
tecture may be dispersed and updated as resources are
needed. Additional functionality and bandwidth may be
added to the cloud computing system as the need for the
system grows. The flexible nature of the disclosed system also
lends itself to a cloud computing environment.

In addition, the system also provides for a methodology of
role injection, which includes responsibility and capability
injection. Role injection is a large scale dependency injection
with correlations among dependent parameters. In some
embodiments, role injection establishes a concrete compo-
nent with a special role and proper encapsulation. The com-
ponent is compartmentalized and specialized for a specific
purpose. The component may be input into the system or
changed as part of the system by the user to add or remove
capabilities or responsibilities. For example, a plug-inmay be
loaded dynamically into the system.

The system is configured to host multiple workflow defi-
nitions (patterns) either in parallel or nested with dynamical
switch capabilities such that the system can handle a complex
business requirement with high performance and low cost.

Under principles of system engineering, the decomposi-
tion in the deployment stage mirrors the decomposition in
design stage. In the system, the integration is accomplished in
the design phase by componentizing the process. All compo-
nents have the integration capabilities including the most
common communication protocols and associated data
graph. In an embodiment, each component includes the com-
munication protocols that are native to at least one of the
components in the system. The resulting system is an effec-
tive, flexible product to build complex systems for business
application without huge cost.

The ECWA system can be used in complex business appli-
cations, such as complex business process with heavy loading
requirement. In general, these applications need better busi-
ness modeling architecture designed for efficiency, flexibility,
and low cost.

FIG. 7 provides a block diagram of a core component
overview 700 for a system for providing a business applica-
tion platform, in accordance with one embodiment of the
present invention. In some embodiments, the system includes
a component 701 including communication conduits, such as
source conduits 702 and sink conduits 704, which allow the
component 701 to communicate with external sources, such
as input and output message brokers 706. For example, the
component 701 may receive a request from a message broker
through the source conduit 702 and communicate with a sink
conduit 704 to get a response to the request.

The components may be stored in a component server 708,
which may be a single server or a dispersed, e.g., cloud,
server. In some embodiments, the component server 708
includes all of the components that were initiated at start up.
In some embodiments, the system processes the request 710
and communicates with the sink conduit 704 to geta response
712. The component server 708 gets rules 714 from a rules
database 716, loads the rules 718 into memory at start up, and
requests processor service 720. Management components,
such as a bridge component, may receive the request. The
ECWA system accomplishes the business process 724 by
calling up the appropriate self-contained compartmentalized
components 701 to execute the required service 726. In this
manner, granular services 728 for a specific business process,
e.g., extracting text information from an image provided viaa
mobile device, extracting text information from an image
provided via an ATM, and the like, are accomplished by the
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business process component. The business process compo-
nent has the capabilities of performing the business process of
extracting text information from an image and has been
injected with the capabilities to do so via multiple input
sources by the system. Not only is this an efficient manner of
constructing a system architecture, but the system also has
improved error checking capabilities based on the responsi-
bility assigned to different components. For example, if a text
extraction routine results in an error, the IT professional
evaluating the system would be able to evaluate the rules and
components assigned to the specific task rather than having to
evaluate the entire system.

Referring to FIG. 8, a flow diagram 800 of an exemplary
business process model that may be implemented by the
ECWA method and system is provided, in accordance with
one embodiment of the present invention. In the example, the
system includes a component for providing an index of
cashed checks in an online banking environment. The system
may also include components for determining images of a
check selected by the user, formatting the image such as
converting to TIFF or JPG, and providing the formatted
image to the user. In earlier systems, each of these tasks was
performed by a single component having overlapping use of
resources.

In an embodiment, an exemplary application for a banking
system is a method that may be implemented using the system
disclosed herein. For example, the flow diagram 800 illus-
trates a series of sequential steps that occur to receive and
respond to a request. For example, the business process model
discloses that the system may receive a request 802, retrieve
index data 804, retrieve images 806, format the images 808,
and deliver the formatted images to the client. In some situ-
ations, a single system accomplishes all of these tasks. When
a single system accomplishes all of these tasks, there is over-
lap in computing resources between system functions that
have grossly different resource requirements. For example,
retrieving index data has a low resource requirement and
therefore can be accomplished very quickly with very little
cost to the system. Retrieving images, in contrast, has a high
resource requirement, i.e., retrieving large files uses more
processing power and memory than retrieving index informa-
tion, and thus takes longer to accomplish by the system. When
a single system attempts to both index and retrieve images,
the indexing may be slowed down because the processor is
also performing the tasks associated with retrieving the
image.

The instant application discloses, in some embodiments, a
system that provides components that are self-contained and
able to separately initiate and run each step in a business
process. For example, the instant application discloses a sys-
tem that has a first component that retrieves index data and a
second component that retrieves images. Each component
includes the processor, memory, and instructions necessary to
accomplish the required task assigned to it. Furthermore,
each component includes networking capabilities that allow
the component to communicate at least with one other com-
ponent in the system. In some embodiments, each component
is configured with communication capabilities to communi-
cate with every other component in the system. It should be
understood that while the system will be described with
respect to a system that receives a request for an image and
provides the image to the requestor, the system may be used
to enhance the flexibility of a generic business process sys-
tem. The flexibility provided by the self-contained compo-
nents allows complex business processes to be simplified and
accomplished using the appropriate level of resources, while
saving costs.
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Inblock 802, a component of the system receives a request.
In some embodiments, the component that receives the
request is a bridge, management, or control component. The
bridge component includes processing ability, memory, and
instructions that allow the bridge component to receive a
request and initiate the process to meet the request. For
example, the bridge component may receive the request from
a computing system or a channel partner through JMS (IBM
MQ or ActiveMQ). In an embodiment, the integration and
business rules for processing the request are determined at run
time based on the request parameters. The bridge component
is configured by capability injection to be able to receive
requests from multiple external sources. For example, a
single bridge component may have the capabilities to receive
requests through JMS, HTTP, WS sources, or the like. This
compartmentalization based on process rather than abilities
assists users in developing efficient architecture.

In block 804, the system includes a component that
retrieves index data. In an embodiment, the system retrieves
the index data from a secondary database, such as a database
associated with a financial institution. The index data may
comprise the list of checks recently cashed by a customer.
Index data may be retrieved from multiple sources based on
different capabilities injected into the component.

Turning now to block 806, the system may include addi-
tional components, such as a component that retrieves
images. In some embodiments (not shown), the system may
have multiple components that perform the same task. For
example, a resource intensive task such as image retrieval
may be accomplished by multiple independent components
that communicate with one another so that work is not dupli-
cated.

In block 808, a further type of component in the system is
disclosed. For example, the system may include a component
that modifies data received from a secondary source. For
example, the component in block 808 formats the image
received in block 806 so that the formatted image can be
presented to the requestor in block 810 in a format that the
requestor can access. In this manner, the components are
disclosed as interrelated, communicating, but also compart-
mentalized. The image received in block 806 is modified by
the processor and instructions in block 808 to format the
image, suchasto a TIFF or JPEG file, and then made available
to a further component for delivery.

As shown in block 810, the delivery component is config-
ured to communicate with a client system and delivery the
formatted image to the client. In this manner, the system is
disclosed as having communication capabilities for external
devices. Furthermore, the system may have multiple compo-
nents. For example, the system may have a component that is
configured to present an image in a first browser and a second
component that is configured to present an image in a second
browser. In this way, the components are clearly compart-
mentalized as well as specialized.

It should be understood that other components accomplish-
ing different tasks are envisioned by the disclosure. The sys-
tem is a self-contained compartmentalized, but communicat-
ing system that provides for a decentralized business process
and application development.

FIG. 9 provides a block diagram of a choreography inte-
gration pattern for a system for providing a business applica-
tion platform is provided in accordance with one embodiment
of the present invention. In an embodiment, FIG. 9 discloses
a system architecture 900 that includes the components dis-
closed in FIG. 8. The system architecture allows for multiple
requests to be received and delivered to external parties, or
other complex multi-step business processes to be accom-
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plished. In an embodiment, the componentizing architecture
includes multiple components 902, 904, 906, 908, 910, 912
connected viacommunication conduits 914. In some embodi-
ments, integration and business rules are stored in rules data-
base 916, which is also connected to the components. The
components are initialized with the business and integration
rules from the rules database 916 for the environment at
start-up. In further embodiments, a tool is provided for adding
and modifying existing process definitions in the rules data-
base, as well as to visualize process details.

In an embodiment, external sources provide input to the
system. For example, channel partners 918 may include com-
puting systems having a file system 920, or from other exter-
nal sources and communicating with the system via software
such as IBM MQ or ActiveMQ. The external source may
provide a request to the system, which receives the request at
the management component 902. When the management
component receives the request, the component determines
the integration and business rules for processing the request
based on the request parameters. For example, if the input was
a request for a transfer of funds between accounts, different
components then presented may be used and different inte-
gration and business rules, e.g., which components in which
order, will be determined. In some embodiment, components
transfer information through message brokers (MB 1, MB 2,
and the like) via the communication conduits 914.

In this example, however, a request causes the system to
begin the process of delivering the response and reporting the
task to a reporting database. The system initiates the compo-
nent 902 to evaluate the request. In an embodiment, the com-
ponent communicates with other elements 922, such as a
middleware 922 (archive adapter) connected to an archive
924, to evaluate the request information. In this manner, the
system is disclosed as being able to communicate with ele-
ments that do not comprise the components as discussed
herein. Instead, the system is compartmentalized but flexible
enough to incorporate standard components such as an
archive adapter into the system architecture.

Again, the components of the system are disclosed as self-
contained, e.g., individual JVM’s, but interconnected by
communication conduits. The system is able to draw from
and report to database, such as the rules database 916 or a
reporting database 926. The system is configured to commu-
nicate with external devices, such as user device 926 (e.g.,
internet browsers or the like). In some embodiments, the
system includes a reporting database 928 that is configured to
store all actions of the system.

The architecture disclosed herein is a flexible, self-con-
tained yet compartmentalized enterprise system for a busi-
ness application platform. The architecture is exemplary and
other components, external sources, and communication con-
duits are possible.

Referring now to FIG. 10, a block diagram of an environ-
ment wherein a user implements the system for providing a
business application platform is provided, in accordance with
one embodiment of the present invention. In some embodi-
ments, the system is provided as part of a financial institution
system. In an embodiment, the financial institution system
1040 receives a new component for the system from a user
1002 because the system is compartmentalized and capable
of flexible growth depending on system needs. The environ-
ment also may include other user systems 1080 and/or other
financial institution systems 1082. The systems and devices
communicate with one another over a network 1030 and
perform one or more of the various steps and/or methods
according to embodiments of the invention discussed herein.
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A user device 1010 may be configured for use by a user
1002 such as a programmer, financial institution employee, or
contract worker, for example, to access one or more other
financial institution applications such as a component appli-
cation 1020. The user device 1010 may be or include a com-
puter system, server, multiple computer system, multiple
servers, or some other computing device configured for use
by a user, such as a tablet computer, a desktop, laptop, or a
mobile communications device, such as a smartphone. The
user device 1010 has a communication device 1012 commu-
nicatively coupled with a processing device 1014, which is
also communicatively coupled with a memory device 1016
and one or more input and/or output devices 1024, for
example, an image capture device such as camera and/or a
microphone. The processing device 1014 is configured to
control the communication device 1012 such that the user
device 1010 communicates across the network 430 with one
or more other systems. The processing device 1014 is also
configured to access the memory device 1016 in order to read
the computer readable instructions 1018, which in some
embodiments include a component application 1020. The
memory device 1016 also may have a datastore 1022 or
database for storing pieces of data for access by the process-
ing device 1014.

A financial institution system 1040 is a computer system,
server, multiple computer systems and/or servers or the like.
The financial institution system 1040, in the embodiments
shown has a communication device 1042 communicably
coupled with a processing device 1044, which is also com-
municably coupled with a memory device 1046. The process-
ing device 1044 is configured to control the communication
device 1042 such that the financial institution system 1040
communicates across the network 1030 with one or more
other systems. The processing device 1044 is also configured
to access the memory device 1046 in order to read the com-
puter readable instructions 1048, which in some embodi-
ments includes a server application 1050. The memory device
1046 also has a datastore 1054 or database for storing pieces
of data for access by the processing device 1044. In some
embodiments, the components 1052 are also present as part of
the financial institution system 1040.

In some embodiments, the datastore 1054 includes the
rules information 1056 including business rules and role
injection criteria 1058 to establish business components at
system startup time, which involves responsibility injection
and capability injection into abstract component containers.
Role injection is a large scale dependency rejection with
correlations among dependent parameters, and allows remov-
ing hard-coded dependencies either at run time or compile-
time.

The applications 1020 and 1050 are for instructing the
processing devices 1014 and 1044 to perform various steps of
the methods discussed herein, and/or other steps and/or simi-
lar steps. In various embodiments, one or more of the appli-
cations 1020 and 1050 are included in the computer readable
instructions stored in a memory device of one or more sys-
tems other than the systems 1040 or device 1010. For
example, in some embodiments, the application 1020 is
stored and configured for being accessed by a processing
device of one or more other user systems 1080 connected
through network 1030. In various embodiments, the applica-
tions 1020 and 1050 are stored and executed by different
systems/devices are different. In some embodiments, the
applications 1020 and 1050 are stored and executed by dif-
ferent systems may be similar and may be configured to
communicate with one another, and in some embodiments,
the applications 1020 and 1050 may be considered to be
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working together as a singular application despite being
stored and executed on different systems. In some embodi-
ments, the applications 1020 and 1050 stored and executed by
the customer device and/or an application stored and
executed on one of the other systems is a stand-alone appli-
cation and does not necessarily communicate or rely on any
other applications for data, processing or otherwise.

In various embodiments, one of the systems discussed
above, such as the financial institution system 1040, is more
than one system and the various components of the system are
not aggregated, and in various embodiments, there are mul-
tiple components performing the functions indicated herein
as a single device. For example, in one embodiment, multiple
processing devices perform the functions of the processing
device 1044 of the financial institution system 1040 described
herein. In various embodiments, the financial institution sys-
tem 1040 includes one or more of the other financial institu-
tion systems 1082 and/or any other system or component used
in conjunction with or to perform any of the method steps
discussed herein.

The processor, and other processors described herein, may
generally include circuitry for implementing communication
and/or logic functions. For example, the processor may
include a digital signal processor device, a microprocessor
device, and various analog to digital converters, digital to
analog converters, and/or other support circuits. Control and
signal processing functions of the device may be allocated
between these devices according to their respective capabili-
ties. The processor thus may also include the functionality to
encode and interleave messages and data prior to modulation
and transmission. The processor may additionally include an
internal data modem. Further, the processor may include
functionality to operate one or more software programs or
applications, which may be stored in the memory. For
example, the processor may be capable of operating a con-
nectivity program, such as a web browser application. The
web browser application may then allow the device to trans-
mit and receive web content, such as, for example, location-
based content and/or other web page content, according to a
Wireless Application Protocol (WAP), Hypertext Transfer
Protocol (HTTP), and/or the like.

The processor may be configured to use a network interface
to communicate with one or more other devices on a network.
In this regard, the network interface may include an antenna
operatively coupled to a transmitter and a receiver (together a
“transceiver”). The processor may be configured to provide
signals to and receive signals from the transmitter and
receiver, respectively. The signals may include signaling
information in accordance with the air interface standard of
the applicable cellular system of the wireless telephone net-
work that may be part of the network. In this regard, the
device may be configured to operate with one or more air
interface standards, communication protocols, modulation
types, and access types. By way of illustration, the device may
be configured to operate in accordance with any of a number
of first, second, third, and/or fourth-generation communica-
tion protocols and/or the like. For example, the device may be
configured to operate in accordance with second-generation
(2G) wireless communication protocols IS-136 (time divi-
sion multiple access (TDMA)), GSM (global system for
mobile communication), and/or IS-95 (code division mul-
tiple access (CDMA)), or with third-generation (3G) wireless
communication protocols, such as Universal Mobile Tele-
communications System (UMTS), CDMA2000, wideband
CDMA (WCDMA) and/or time division-synchronous
CDMA (TD-SCDMA), with fourth-generation (4G) wireless
communication protocols, and/or the like. The device may
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also be configured to operate in accordance with non-cellular
communication mechanisms, such as via a wireless local area
network (WLAN) or other communication/data networks.

As described above, the user device may have a user inter-
face that includes user output devices and/or user input
devices. The user output devices may include a display (e.g.,
a liquid crystal display (LCD) or the like) and a speaker or
other audio device, which are operatively coupled to the pro-
cessor. The user input devices, which may allow the device to
receive data from a user, may include any of a number of
devices allowing the mobile device to receive data from a
user, such as a keypad, keyboard, touch-screen, touchpad,
microphone, mouse, joystick, stylus, other pointer device,
button, soft key, and/or other input device(s).

The user device may further include a power source. Gen-
erally, the power source is a device that supplies electrical
energy to an electrical load. In one embodiment, power
source may convert a form of energy such as solar energy,
chemical energy, mechanical energy, and such to electrical
energy. Generally, the power source in the device may be a
battery, such as a lithium battery, a nickel-metal hydride bat-
tery, or the like, that is used for powering various circuits, e.g.,
the transceiver circuit, and other devices that are used to
operate the device. Alternatively, the power source may be a
power adapter that can connect a power supply from a power
outlet to the device. In such embodiments, a power adapter
may be classified as a power source “in” the device.

The user device may also include the memory operatively
coupled to the processor. As used herein, memory may
include any computer readable medium configured to store
data, code, or other information. The memory may include
volatile memory, such as volatile Random Access Memory
(RAM) including a cache area for the temporary storage of
data. The memory may also include non-volatile memory,
which can be embedded and/or may be removable. The non-
volatile memory may additionally or alternatively include an
electrically erasable programmable read-only memory (EE-
PROM), flash memory or the like. The memory may store any
of a number of applications or programs which comprise
computer-executable instructions/code executed by the pro-
cessor to implement the functions of the device described
herein.

Various embodiments or features will be presented in terms
of systems that may include a number of devices, compo-
nents, modules, and the like. Itis to be understood and appre-
ciated that the various systems may include additional
devices, components, modules, and the like and/or may not
include all of the devices, components, modules and the like,
discussed in connection with the figures. A combination of
these approaches may also be used.

The steps and/or actions of a method or algorithm
described in connection with the embodiments disclosed
herein may be embodied directly in hardware, in a software
module executed by a processor, or in a combination of the
two. A software module may reside in RAM memory, flash
memory, ROM memory, EPROM memory, EEPROM
memory, registers, a hard disk, a removable disk, a CD-ROM,
or any other form of storage medium known in the art. An
exemplary storage medium may be coupled to the processor,
such that the processor can read information from, and write
information to, the storage medium. In the alternative, the
storage medium may be integral to the processor. Further, in
some embodiments, the processor and the storage medium
may reside in an Application Specific Integrated Circuit
(ASIC). In the alternative, the processor and the storage
medium may reside as discrete components in a computing
device. Additionally, in some embodiments, the events and/or
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actions of a method or algorithm may reside as one or any
combination or set of codes and/or instructions on a machine-
readable medium and/or computer-readable medium, which
may be incorporated into a computer program product.

In one or more embodiments, the functions described may
be implemented in hardware, software, firmware, or any com-
bination thereof. If implemented in software, the functions
may be stored or transmitted as one or more instructions or
code on a computer-readable medium. Computer-readable
media includes both computer storage media and communi-
cation media, including any medium that facilitates transfer
of'a computer program from one place to another. A storage
medium may be any available media that can be accessed by
a computer. By way of example, and not limitation, such
computer-readable media can comprise RAM, ROM,
EEPROM, CD-ROM or other optical disk storage, magnetic
disk storage or other magnetic storage devices, or any other
medium that can be used to carry or store desired program
code in the form ofinstructions or data structures, and that can
be accessed by a computer. Also, any connection may be
termed a computer-readable medium. For example, if soft-
ware is transmitted from a website, server, or other remote
source using a coaxial cable, fiber optic cable, twisted pair,
digital subscriber line (DSL), or wireless technologies such as
infrared, radio, and microwave, then the coaxial cable, fiber
optic cable, twisted pair, DSL, or wireless technologies such
as infrared, radio, and microwave are included in the defini-
tion of medium. “Disk™ and “disc”, as used herein, include
compact disc (CD), laser disc, optical disc, digital versatile
disc (DVD), floppy disk and blu-ray disc where disks usually
reproduce data magnetically, while discs usually reproduce
data optically with lasers. Combinations of the above should
also be included within the scope of computer-readable
media.

While the foregoing disclosure discusses illustrative
embodiments, it should be noted that various changes and
modifications could be made herein without departing from
the scope of the described aspects and/or embodiments as
defined by the appended claims. Furthermore, although ele-
ments of the described aspects and/or embodiments may be
described or claimed in the singular, the plural is contem-
plated unless limitation to the singular is explicitly stated.
Additionally, all or a portion of any embodiment may be
utilized with all or a portion of any other embodiment, unless
stated otherwise.

While certain exemplary embodiments have been
described and shown in the accompanying drawings, it is to
be understood that such embodiments are merely illustrative
of and not restrictive on the broad invention, and that this
invention not be limited to the specific constructions and
arrangements shown and described, since various other
changes, combinations, omissions, modifications and substi-
tutions, in addition to those set forth in the above paragraphs,
are possible. Those skilled in the art will appreciate that
various adaptations and modifications of the just described
embodiments can be configured without departing from the
scope and spirit of the invention. Therefore, it is to be under-
stood that, within the scope of the appended claims, the inven-
tion may be practiced other than as specifically described
herein.

What is claimed is:

1. A system for providing a business application platform,
the system comprising:

a plurality of components, each component comprising a
processor and a memory, wherein the processor is con-
figured to process a set of business processes and each
business process is executed with a set of pre-injected
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task instructions, wherein each component is a self-
contained modular logical application node capable of
independent deployment and execution, and wherein
each of the plurality of components has an equal initial
capability of processing power, memory capacity, and
ability to implement rules or actions;
a plurality of communication conduits linking the plurality
of components, the plurality of components and com-
munication conduits defining a component tier;
a rules archive comprising responsibility rules and capa-
bility rules;
a management console, used to configure an injection to
the component tier with responsibility rules and capa-
bility rules to perform one or more external requests;
a determining module stored in the memory, comprising
computer executable instructions that when executed by
the processor cause the processor to:
receive an external request;
determine, based on the external request, a need for a
specialized component at a location of a first compo-
nent of the plurality of components in the system,
wherein the specialized component includes a spe-
cialized capability comprising an adjustment to the
initial capability of the first component to meet the
need;

determine an additional capability, wherein the addi-
tional capability comprises a difference between the
required specialized capability and the initial capabil-
ity of the first component, and wherein the additional
capability comprises an addition to the processing
power, the memory capacity, or the ability to imple-
ment rules or actions for the first component;

receive, from a user device associated with a user, the
additional capability; and

inject the additional capability dynamically into the first
component in the system using the management con-
sole, whereby injecting the additional capability
dynamically into the first component creates the spe-
cialized component without requiring an inclusion of
an additional component into the system.

2. The system of claim 1, wherein the set of pre-injected
task instructions comprise business process rules, operational
rules, and communication protocols.

3. The system of claim 2, wherein the communication
protocols include every type of communication protocol
native to at least one of the plurality of components.

4. The system of claim 1, further comprising a control
component configured to receive requests from an external
source and propagate the request through the plurality of
components.

5. The system of claim 1, wherein the rules archive loads
the rules to the component tier before the external request is
received.

6. The system of claim 5, wherein each of the plurality of
components are initialized with rules from the rules archive at
start-up.

7. A method for providing a business application platform,
the method comprising:

providing a plurality of components, each component com-
prising a processor and a memory, wherein the processor
is configured to process a set of business processes and
each business process is executed using a set of pre-
injected instructions, wherein each component is a self-
contained modular logical application node capable of
independent deployment and execution, and wherein
each of the plurality of components has an equal initial
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capability of processing power, memory capacity, and
ability to implement rules or actions;

providing a plurality of communication conduits linking
the plurality of components, the plurality of components
and communication conduits defining a component tier;

providing a rules archive comprising responsibility rules
and capability rules;

providing a management console, used to configure the
injection of responsibility rules and capability rules for
the component tier to perform one or more external
requests;

receiving an external request;

determining, based on the external request, a need for a
specialized component at a location of a first component
of'the plurality of components in the system, wherein the
specialized component includes a specialized capability
comprising an adjustment to the initial capability of the
first component to meet the need;

determining an additional capability, wherein the addi-
tional capability comprises a difference between the
required specialized capability and the initial capability
of the first component, and wherein the additional capa-
bility comprises an addition to the processing power, the
memory capacity, or the ability to implement rules or
actions for the first component;

receiving, from a user device associated with a user, the
additional capability; and

injecting the additional capability dynamically into the first
component in the system using the management con-
sole, whereby injecting the additional capability
dynamically into the first component creates the special-
ized component without requiring an additional compo-
nent into the system.

8. The method of claim 7, wherein the pre-injected set of
instructions comprise business process rules, operational
rules, and communication protocols.

9. The method of claim 7, wherein the communication
protocols include every type of communication protocol
native to at least one of the plurality of components.

10. The method of claim 7, further comprising providing a
control component configured to receive requests from an
external source and process/propagate the request through the
plurality of components in an orchestration mode.

11. The method of claim 7, further comprising providing
sequential component tiers configured to process/propagate
the request through the components without a controller com-
ponent in a choreography mode.

12. The method of claim 7, wherein the rules archive loads
the rules to the component tier before the external request is
received.

13. The method of claim 12, further comprising initializing
each of'the plurality of components with rules from the rules
archive at start-up.

14. A computer program product for providing a business
application platform, the computer program product com-
prising a non-transitory computer-readable medium compris-
ing:

a set of codes stored in a plurality of components, each
component comprising a processor and a memory,
wherein the processor is configured to process a set of
business processes and each business process is
executed using a set of pre-injected instructions,
wherein each component is a self-contained modular
logical application node capable of independent deploy-
ment and execution, and wherein each of the plurality of



US 9,384,454 B2

17

components has an equal initial capability of processing
power, memory capacity, and ability to implement rules
or actions;

a set of codes for providing a plurality of communication
conduits linking the plurality of components, the plural-
ity of components and communication conduits defining
a component tier;

a set of codes for providing a rules archive comprising
responsibility rules and capability rules;

a set of codes for providing a management console, used to
configure an injection to the component tier with respon-
sibility rules and the capability rules to perform one or
more external requests;

a set of codes to receive an external request;

a set of codes to determine, based on the external request,
aneed for a specialized component at a location of a first
component of the plurality of components in the system,
wherein the specialized component includes a special-
ized capability comprising an adjustment to the initial
capability of the first component to meet the need;

a set of codes to determine an additional capability,
wherein the additional capability comprises a difference
between the required specialized capability and the ini-
tial capability of the first component, and wherein the
additional capability comprises an addition to the pro-
cessing power, the memory capacity, or the ability to
implement rules or actions for the first component;

a set of codes to receive, from a user device associated with
a user, the additional capability; and
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a set of codes to inject the additional capability dynami-
cally into the first component in the system using the
management console, whereby injecting the additional
capability dynamically into the first component creates
the specialized component without requiring an inclu-
sion of an additional component into the system.

15. The computer program product of claim 14, wherein
the pre-injected set of instructions comprise business process
rules, operational rules, and communication protocols.

16. The computer program product of claim 14, wherein
the communication protocols include every type of commu-
nication protocol native to at least one of the plurality of
components.

17. The computer program product of claim 14, further
comprising a set of codes for a control component configured
to receive requests from an external source and process/
propagate the request through the plurality of components in
an orchestration mode.

18. The computer program product of claim 14, further
comprising a set of codes for providing sequential component
tiers configured to process/propagate the request through the
components without a controller component in a choreogra-
phy mode.

19. The computer program product of claim 14, wherein
the rules archive loads the rules to the component tier before
the external request is received.
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